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Outline	

•  A	roadmap	for	ethical	governance	
– From	principles	to	regula4on,	and	trust	

•  Bri4sh	Standard	BS8611	
– Ethical	risk	assessment	

•  The	IEEE	Standards	Associa4on	global	ethics	
ini4a4ve	
–  IEEE	P7001	Transparency	in	Autonomous	Systems	

•  From	principles	to	prac4ce	



Scien4sts	Behaving	Responsibly	

a	call	from	the	Sunday	Times	



How	do	we	build	trust?	

•  We	trust	our	technology	not	(just)	because	it	is	cool	and	
convenient,	but	because	of	Standards,	Safety	Cer4fica4on	and	
Regula4on	

•  Without	transparent	and	robust	governance	frameworks	
there	will	be	no	trust	



Build	on	a	founda4on	of	ethics*	

ethics	 regula4on	standards	

Emerging	standards:	
ISO	13482	
BS	8611	

IEEE	P700X	

Emerging	Ethics:	
Roboethics	roadmap	(2006)	
EPSRC/AHRC	principles	(2010)	
IEEE	Global	Ini4a4ve	(2016)	

plus	many	others*…	

Emerging	regula4on:	
Drones?	

Driverless	cars?	
Assis4ve	robo4cs?	

Projects:	
RoboLaw	

*Winfield,	A.	F.	(2016)	Wriben	evidence	submibed	to	the	UK	Parliamentary	Select	Commibee	on	Science	and	
Technology	Inquiry	on	Robo4cs	and	Ar4ficial	Intelligence.	Discussion	Paper.	Science	and	Technology	Commibee	
(Commons),	Website.	Available	from:	hbp://eprints.uwe.ac.uk/29428	

**hbp://alanwinfield.blogspot.co.uk/2017/12/a-round-up-of-robo4cs-and-ai-ethics.html	



Scaffolded	by		
Responsible	Research	and	Innova4on	

ethics	 regula4on	standards	

Responsible	
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Rome	declara4on	on	RRI	
EPSRC	AREA	framework	
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Emerging	standards:	
ISO	13482	
BS	8611	

IEEE	P700X	

Emerging	Ethics:	
Roboethics	roadmap	(2006)	
EPSRC/AHRC	principles	(2010)	
IEEE	Global	Ini4a4ve	(2016)	

Emerging	regula4on:	
Drones?	

Driverless	cars?	
Assis4ve	robo4cs?	



Regula4on	needs	teeth	

ethics	 regula4on	standards	
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Rome	declara4on	on	RRI	
Founda4on	for	Responsible	Robo4cs	

EPSRC	ORBIT	

Open	science	
reproducibility	

Design		
for	Safety	

Emerging	standards:	
ISO	13482	
BS	8611	

IEEE	P700X	

Emerging	Ethics:	
Roboethics	roadmap	(2006)	
EPSRC/AHRC	principles	(2010)	
IEEE	Global	Ini4a4ve	(2016)	



																					TRUST	

Building	Public	Trust	
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Ethical	Risk	Assessment	

•  BS8611	is	a	set	of	20	dis4nct	ethical	hazards	and	
risks,	grouped	under	four	categories:	
–  societal,		
–  applica4on,		
–  commercial/financial,	and		
–  environmental.		

•  Advice	on	measures	to	mi4gate	the	impact	of	
each	risk	is	given,	along	with	sugges4ons	on	how	
such	measures	might	be	verified	or	validated.	



Some	societal	hazards,	risks	&	
mi4ga4on	



hbp://standards.ieee.org/develop/indconn/ec/autonomous_systems.html	



Deliverables	
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Human	standards	in	draj	1	
•  P7000	—	Model	Process	for	Addressing	Ethical	Concerns	during	System	

Design	
–  hbp://standards.ieee.org/develop/project/7000.html	
–  Aims	to	establish	a	value-based	system	design	methodology	

•  P7001	—	Transparency	of	Autonomous	Systems	
–  hbp://standards.ieee.org/develop/project/7001.html	
–  Aims	to	set	out	measurable,	testable	levels	of	transparency	for	a	range	of	

different	stakeholders	
•  P7002	—	Data	Privacy	Process	

–  hbp://standards.ieee.org/develop/project/7002.html	
–  Aims	to	create	one	overall	methodological	approach	that	specifies	prac4ces	to	

manage	privacy	issues	
•  P7003	—	Algorithmic	Bias	Considera4ons	

–  hbp://standards.ieee.org/develop/project/7003.html	
–  Aims	to	specify	methodologies	to	ensure	that	nega4ve	bias	in	algorithms	has	

been	addressed	and	eliminated	

14	



Human	standards	in	draj	2	
•  IEEE	P7004	Standard	on	Child	and	Student	Data	Governance			

•  IEEE	P7005	Standard	on	Employer	Data	Governance		

•  IEEE	P7006	Standard	on	Personal	Data	AI	Agent	Working	Group		

•  IEEE	P7007	
Ontological	Standard	for	Ethically	driven	Robo4cs	and	Automa4on	Systems	

•  IEEE	P7008
Standard	for	Ethically	Driven	Nudging	for	Robo4c,	Intelligent	and	
Autonomous	Systems	.		

•  IEEE	P7009
Standard	for	Fail-Safe	Design	of	Autonomous	and	Semi-Autonomous	
Systems		

•  IEEE	P7010
Wellbeing	Metrics	Standard	for	Ethical	Ar4ficial	Intelligence	and	
Autonomous	Systems		

15	



P7001	-	Transparency	
•  Based	on	the	principle	that	it	should	always	be	
possible	to	discover	why	an	autonomous	system	
made	a	par4cular	decision	

•  Transparency	is	not	one	thing	
•  Stakeholders:	
– Users	
–  Safety	testers/cer4fiers	
– Accident	inves4gators	
–  Lawyers/expert	witnesses	
–  The	public	at	large	

16	



Transparency	

•  What	do	we	mean	by	transparency	in	
autonomous	and	intelligent	systems?	

•  A	system	is	considered	to	be	transparent	if	it	is	
possible	to	discover	why	it	behaves	in	a	certain	
way,	for	instance,	why	it	made	a	par4cular	
decision.	
– A	system	is	explainable	if	the	way	it	behaves	can	
be	expressed	in	plain	language	understandable	to	
non-experts.	



Why	is	transparency	important?	

•  All	robots	and	AIs	are	social-technical	systems:	
they	are	designed	to	work	with	or	alongside	
humans	–	who	need	to	be	able	to	understand	
what	they	are	doing	and	why.		
– Without	this	understanding	those	systems	will	not	be	
trusted	

•  Robots	and	AIs	can	and	do	go	wrong.	When	they	
do	it	is	very		important	that	we	can	find	out	why.	
– Without	transparency	finding	out	what	went	wrong	
and	why	is	extremely	difficult	



Transparency	isn’t	one	thing	
•  Transparency	means	something	different	to	
different	stakeholders	
– An	elderly	person	doesn’t	need	to	understand	what	
her	care	robot	is	doing	in	the	same	way	as	the	
engineer	who	repairs	it.		

•  Who	are	the	stakeholders?	
– Users	
–  Safety	cer4fica4on	engineers	or	agencies	
– Accident	inves4gators	
–  Lawyers	or	expert	witnesses	
– Wider	society	



Transparency	for	Accident	
Inves4gators	

•  What	informa4on	does	an	accident	inves4gator	
need	to	find	out	why	an	accident	happened?	
– Details	of	the	events	leading	up	to	the	accident	
– Details	of	the	internal	decision	making	process	in	the	
robot	or	AI.	

•  Established	and	trusted	processes	of	air	accident	
inves4ga4on	provide	an	excellent	model	of	good	
prac4ce	for	autonomous	and	intelligent	systems.		
–  Consider	the	aircraj	black	box	(flight	data	recorder).	



Ethical	black	box	

AF	Winfield	and	M	Jirotka	(2017)	The	case	for	an	ethical	black	box,	
Towards	Autonomous	Robo4c	Systems	(TAROS),	LNCS	10454,	262-273	



An	annotated	4meline	

	-8								-7								-6									-5								-4									-3								-2							-1									0										1									2	

steer	lej	10	degrees	

road	curves	lej	

car	ahead	10m	

cyclist	detected	front	lej	-	taking	avoiding	ac4on	

car	ahead	right	2m	

brake	10%	

steer	right	5	degrees	

steer	lej	5	degrees	

steer	right	5	degrees	

steer	lej	5	degrees	

steer	right	5	degrees	

Brake	60%	

stopped	

accident	



A	human	process	

“Inves4ga4on	begins	on	robot	
security	ajer	child	is	hurt”	
CNCB	News,	July	2016	



A	prolifera4on	of	principles	
•  Asimov's	three	laws	of	Robo4cs	(1950)	

•  EPSRC/AHRC	Principles	of	Robo4cs	(2010)	

•  Future	of	Life	Ins4tute	Asilomar	principles	for	beneficial	AI	(Jan	2017)	

•  The	ACM	US	Public	Policy	Council	Principles	for	Algorithmic	Transparency	
and	Accountability	(Jan	2017)	

•  Japanese	Society	for	Ar4ficial	Intelligence	(JSAI)	Ethical	Guidelines	(Feb	
2017)	

•  Draj	principles	of	The	Future	Society's	Science,	Law	and	Society	Ini4a4ve	
(Oct	2017)	

•  Montréal	Declara4on	for	Responsible	AI	draj	principles	(Nov	2017)	

•  IEEE	General	Principles	of	Ethical	Autonomous	and	Intelligent	Systems	
(Dec	2017)	

•  UNI	Global	Union	Top	10	Principles	for	Ethical	AI	(Dec	2017)	



What	is	ethical	governance	(and	who’s	
doing	it?*)	

•  Have	an	ethical	code	of	conduct.	
–  so	that	everyone	in	the	organisa4on	understands	what	is	expected	of	

them.	And	provide	a	mechanism	for	whistleblowers.	

•  Provide	ethics	training	for	everyone,	without	excep4on	
–  Ethics,	like	quality,	is	not	something	you	can	do	as	as	add-on;	simply	

appoin4ng	an	ethics	manager,	while	not	a	bad	idea,	is	not	enough.	

•  Undertake	ethical	risk	assessments	of	all	new	products,	and	act	
upon	the	findings	of	those	assessments.	

•  Be	transparent	about	your	ethical	governance.		
–  Of	course	your	robots	and	AIs	must	be	transparent	too,	but	here	I	mean	

transparency	of	process,	not	product.	

•  Really	value	ethical	governance.		

hbps://alanwinfield.blogspot.com/2018/02/ethical-governance-what-is-it-and-whos.html	



Thoughts	and	Ques4ons	

•  What	kind	of	governance	do	we	want/need?	

•  What	kind	of	regulatory	bodies?	
–  An	equivalent	of	the	European	Avia4on	Safety	Authority	
(EASA)	for	driverless	cars..?	

•  What	standards	are	missing?	

•  Who’s	working	on	these	ques4ons…?	

Thank	you!	

Winfield	AFT,	Jirotka	M.	2018	Ethical	governance	is	essen4al	to	
building	trust	in	robo4cs	and	ar4ficial	intelligence	systems.	Phil.	
Trans.	R.	Soc.	A	376:	20180085.	


